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Dialogue systems (e.g., ChatGPT)
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“Giving up accountability for the work”
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Interaction flow of dialogue systems
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Predictive text systems (e.g., GitHub Copilot)
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Interaction flow of dialogue and predictive text systems
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“The system originates the text”
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What if only the user originates the text?
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Example
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AI views ≠ value judgement
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“The user originates the text”
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Formative Results

User study with N=4 participants (qualitative evaluation):

● Views can help develop underdeveloped ideas

● Views can help cater to user’s rhetorical audience

● Views can help improve clarity in writing

Interaction design considerations (based on user experience):

● Ensuring views are displayed effectively in relation to associated text for a seamless user 

experience.

● Providing clear information on the scope of text being provided to the LLM.

● Many more…
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Discussion

Our contributions:

● Textfocals: a UI prototype for a writing tool that facilitates reflection and 
discovery for making independent revisions in writing

● Formative insight: views can help users maintain creative control and 
authorship of their writing through LLM views

Outstanding questions:

● Our predefined prompts were preprogrammed, but it is not possible to 
list all possible prompts. What UI affordances exist to help users 
prompt?

● Does this work for open-weights LLMs? Where does the LLM learn to 
generate these views, and can we evaluate those views?
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